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The Harmonized Emissions Component (HEMCO) is a software component for computing atmospheric emissions
from different sources, regions, and species on a user-defined grid. It can combine, overlay, and update a set of
data inventories base emissions and scale factors, as specified by the user through the HEMCO configuration file.
Emissions that depend on environmental variables and non-linear parameterizations are calculated in separate HEMCO
extensions. HEMCO can be run in standalone mode or coupled to an atmospheric model. A more detailed description
of HEMCO is given in Keller et al. [[Keller et al., 2014]] and Lin et al. [[Lin et al., 2021]].
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CHAPTER
ONE

INTRODUCTION TO THIS GUIDE

In this HEMCO Standalone User Guide, you will learn how to run HEMCO in standalone mode (i.e. not connected
to an external model).

For more information about how to configure HEMCO simulations and how to interface HEMCO to external models,
please see the HEMCO Reference Guide.

1.1 Steps to follow:

1.1.1 Obtain the required hardware

In this chapter, we provide information about the computer equipment that you will need in order to run HEMCO in
standalone mode (aka the HEMCO standalone).

Computer system requirements

Before you can run HEMCO standalone, you will need to have one the following items.
1. A Unix/Linux based computer system, OR:
2. An account on the Amazon Web Services cloud computing platform.

If your institution has computational resources (e.g. a shared computer cluster with many cores, sufficient disk storage
and memory), then you can run HEMCO standalone there. Contact your IT staff for assistance.

If your institution lacks computational resources (or if you need additional computational resources beyond what is
available), then you should consider signing up for access to the Amazon Web Services cloud. Using the cloud has the
following advantages:

1. You can run HEMCO standalone without having to invest in local hardware and maintenance personnel.

2. You won’t have to download any meteorological fields or emissions data. All of the necessary data input for
HEMCO standalone will be available on the cloud.

3. You can initialize your computational environment with all of the required software (e.g. compilers,libraries,
utilities) that you need for HEMCO standalone.

4. Your runs will be 100% reproducible, because you will initialize your computational environment the same way
every time.

5. You will avoid compilation errors due to library incompatibilities.

6. You will be charged for the computational time that you use, and if you download data off the cloud.
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Memory and disk requirements
If you plan to run HEMCO standalone on a local computer system, please make sure that your system has sufficient
memory and disk space.

We would recommend at least 4 GB of RAM to run HEMCO standalone. However, if you will be reading data sets at
very fine horizional resolution, you will want to increase the memory to perhaps 20-30 GB/RAM.

Also make sure that you have enough disk space to store the amount of input data for your HEMCO standalone
simulations.

1.1.2 Install required software libraries
This chapter lists the required software libraries that you must have installed on your system in order to use HEMCO
standalone.

* If you are using a shared computer cluster, then many of these libraries have probably already been pre-installed
by your IT staff. Consult with them for more information.

¢ If you plan to run HEMCO standalone on the Amazon Web services cloud, then all of these libraries will be
included with the Amazon Machine Image (AMI) that you will use to start your cloud instance.

e If your computer cluster has none of these libraries installed, then you will have to install them yourself (cf.
Build libraries with Spack).

Supported compilers for HEMCO

HEMCO is written in the Fortran programming language. However, you will also need C and C++ compilers to install
certain libraries (like netCDF’) on your system.

The Intel Compiler Suite

The Intel Compiler Suite is our recommended proprietary compiler suite.

Intel compilers produce well-optimized code that runs extremely efficiency on machines with Intel CPUs. Many
universities and institutions will have an Intel site license that allows you to use these compilers.

The GCST has tested HEMCO with these versions (but others may work as well):

* 19.0.5.281

* 19.04

* 18.0.5

* 17.04

* 15.0.0

* 13.0.079

e 11.1.069

Best way to install: Direct from Intel (may require purchase of a site license or a student license)

Tip: Intel 2021 may be obtained for free, or installed with a package manager such as Spack.
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The GNU Compiler Collection

The GNU Compiler Collection (or GCC for short) is our recommended open-source compiler suite.

Because the GNU Compiler Collection is free and open source, this is a good choice if your institution lacks an Intel
site license, or if you are running HEMCO standalone on the Amazon EC2 cloud environment.

The GCST has tested HEMCO standalone with these versions (but others may work as well):
* 11.2.0
* 11.1.0
* 10.2.0
* 930
* 920
* 8.2.0
« 740
* 7.3.0
* 7.1.0
* 6.2.0
Best way to install: With Spack.

Required software packages for HEMCO
Git
Git is the de-facto software industry standard package for source code management. A version of Git usually ships

with most Linux OS builds.

The HEMCO source code can be downloaded using the Git source code management system from the https://github.
com/HEMCO repository.

Best way to install: git-scm.com/downloads. But first check if you have a version of Git pre-installed.

CMake

CMake is software that creates Makefiles, or scripts that direct how the HEMCO source code will be compiled into
an executable. You will need CMake version 3.13 or later to build HEMCO.

Best way to install: With Spack.

1.1. Steps to follow: 5
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GNU Make

GNU Make (sometimes just known as make) is software that can build executables from source code. It executes the
instructions in the Makefiles created by CMake.

Best way to install: Witk Spack.

The netCDF library (plus dependencies)

HEMCO input and output data files use the netCDF file format (cf. netCDF). NetCDF is a self-describing file format
hat allows meadata (descriptive text) to be stored alongside data values.

Best way to install: Wit Spack.

Optional but recommended software packages

GCPy

GCPy is our recommended python companion software to HEMCO.

While GCPy is not a general-purpose plotting package, it does contain many useful functions for creating zonal
mean and horizontal plots from HEMCO output. It also contains scripts to generate plots and tables from HEMCO
benchmark simulations.

Best way to install: With Conda (see gcpy.readthedocs.io)

gdb and cgdb

The GNU debugger (gdb) and its graphical interface (cgdb) are very useful tools for tracking down the source of
HEMCO errors, such as segmentation faults, out-of-bounds errors, etc.

Best way to install: With Spack.

ncview

The ncview program is a netCDF file viewer. While it does not produce publication-quality output, ncview can let you
easily examine the contents of a netCDF data file (such as those which are input and output by HEMCO). Ncview is
very useful for debugging and development.

nco

The netCDF operators (nco) are powerful command-line tools for editing and manipulating data in netCDF format.

Best way to install: With Spack.

6 Chapter 1. Introduction to this Guide
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cdo

The Climate Data Operators (cdo) are powerful command-line utilities for editing and manipulating data in netCDF
format.

Best way to install: Witk Spack.
1.1.3 Configure your login environment

In this chapter, you will learn how to load the software packages that you have created into your computational
environment. This will need to be done each time you log in to your computer system.

Tip: You may skip this section if you plan on using HEMCO standalone on an Amazon EC2 cloud instance. When
you initialize the EC2 instance with one of the pre-configured Amazon Machine Images (AMIs) all of the required
software libraries will be automatically loaded.

An environment file does the following:

1. Loads software libraries into your login environment. This is often done with a module manager such as 1mod,
spack, or environment-modules.

2. Stores settings for HEMCO and its dependent libraries in shell variables called environment variables.

Environment files allow you to easily switch between different sets of libraries. For example, you can keep one
environment file to load the Intel Compilers for HEMCO standalone and another to load the GNU Compilers.

For general information about how libraries are loaded, see our Library Guide in the Supplemental Guides section.

We recommend that you place module load commands into a separate environment file rather than directly into your
~/ .bashrcor ~/.bash_aliases startup scripts.

Sample environment file for GNU 10.2.0 compilers
Below is a sample environment file from the Harvard Cannon computer cluster. This file will load software libraries
built with the GNU 10.2.0 compilers.

Save the code below (with any appropriate modifications for your own computer system) to a file named ~/gnul02.
env.

# Echo message if we are in a interactive (terminal) session

if [[ $— = xix ]] ; then

echo "Loading modules for GEOS-Chem, please wait ..."
fi
R
# Modules (specific to Cannon @ Harvard)
e

# Remove previously-loaded modules
module purge

# Load modules for GNU Compilers v10.2.0
module load git/2.17.0-fasrcO1l

module load gcc/10.2.0-fasrcO1

module load openmpi/4.1.0-fasrc01l

(continues on next page)
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(continued from previous page)

module load netcdf-fortran/4.5.3-fasrc03
module load flex/2.6.4-fasrcO1
module load cmake/3.17.3-fasrc01l

# Parallelization settings
export OMP_NUM_THREADS=8
export OMP_STACKSIZE=500m

# Make all files world-readable by default
umask 022

# Specify compilers
export CC=gcc
export CXX=g+t++
export FC=gfortran

# Netcdf variables for CMake

# NETCDF_HOME and NETCDF_FORTRAN_HOME are automatically
# defined by the "module load" commands on Cannon.
export NETCDF_C_ROOT=5 {NETCDF_HOME }

export NETCDF_FORTRAN_ROOT=S${NETCDF_FORTRAN_HOME }

# Set memory limits to max allowable
ulimit -c unlimited # coredumpsize

ulimit -1 unlimited # memorylocked
ulimit —-u 50000 # maxproc
ulimit -v unlimited # vmemoryuse
ulimit -s unlimited # stacksize

# List modules loaded
module list

Tip: Ask your sysadmin how to load software libraries. If you are using your institution’s computer cluster, then
chances are there will be a software module system installed, with commands similar to those listed above.

Then you can activate these seetings from the command line by typing:

$ source ~/gnul02.env

Sample environment file for Intel 19 compilers

To load software libraries based on the Intel 19 compilers, we can start from our GNU 10.2.0 environment file and add
the proper module load commands for Intel 19.

Add the code below (with the appropriate modifications for your system) into a file named ~/intell9.env.

# Echo message i1f we are in a interactive (terminal) session
if [[ $— = xix ]] ; then
echo "Loading modules for GEOS-Chem, please wait ..."

(continues on next page)
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(continued from previous page)

# Remove previously-loaded modules

module

# Load
module
module
module
module
module
module

purge

modules for Intel compilers v19.0.4

load git/2.17.0-fasrcO1
load intel/19.0.5-fasrc01
load openmpi/4.0.1-fasrc01

load netcdf-fortran/4.5.2-fasrc03

load flex/2.6.4-fasrc01l
load cmake/3.17.3-fasrc01

# Parallelization settings

export
export

OMP_NUM_THREADS=8
OMP_STACKSIZE=500m

# Make all files world-readable by default
umask 022

# Specify compilers

export
export
export

CC=icc
CXX=icpc
FC=ifort

# Netcdf variables for CMake
# NETCDF_HOME and NETCDEF_FORTRAN_HOME are automatically
# defined by the "module load" commands on Cannon.

export NETCDF_C_ROOT=S${NETCDF_HOME }

export NETCDF_FORTRAN_ROOT=${NETCDF_FORTRAN_HOME }

# Set memory limits to max allowable

ulimit
ulimit
ulimit
ulimit
ulimit

# List
module

-c unlimited
-1 unlimited
-u 50000

-v unlimited
-s unlimited

modules loaded
list

#

S R R H

coredumpsize
memorylocked
maxproc
vmemoryuse
stacksize

Tip: Ask your sysadmin how to load software libraries. If you are using your institution’s computer cluster, then
chances are there will be a software module system installed, with commands similar to those listed above.

Then you can activate these seetings from the command line by typing:

1.1. Steps to follow:
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$ source intell9.env

Tip: Keep a separate environment file for each combination of modules that you will load.

Set environment variables for compilers

Add the following environment variables to your environment file to specify the compilers that you wish to use:

Table 1: Environment variables that specify the choice of compiler

Variable | Specifies the: GNU name | Intel name
cC C compiler gcc icc

CXX C++ compiler g++ icpc

FC Fortran compiler | gfortran | ifort

These environment variables should be defined in your environment file.

Note: Only the Fortran compiler is needed to compile the HEMCO standalone. But if you need to manually install
libraries, you will also need the C and C++ compilers.

Set environment variables for parallelization

The HEMCO standalone™ uses OpenMP parallelization, which is an implementation of shared-memory (aka serial)
parallelization.

Important: OpenMP-parallelized programs cannot execute on more than 1 computational node. Most modern
computational nodes typically contain between 16 and 64 cores. Therefore, HEMCO standalone simulations will not
be able to take advantage of more cores than these.

Add the following environment variables to your environment file to control the OpenMP parallelization settings:

OMP_NUM THREADS
The OMP_NUM_THREADS environment variable sets the number of computational cores (aka threads) to use.

For example, the command below will tell HEMCO standalone to use 8 cores within parallel sections of code:

$ export OMP_NUM_THREADS=8

OMP_STACKSIZE
In order to use HEMCO standalone with OpenMP parallelization, you must request the maximum amount of
stack memory in your login environment. (The stack memory is where local automatic variables and temporary
$OMP PRIVATE variables will be created.) Add the following lines to your system startup file and to your
GEOS-Chem run scripts:

ulimit -s unlimited
export OMP_STACKSIZE=500m

The ulimit -s unlimited will tell the bash shell to use the maximum amount of stack memory that is
available.

10 Chapter 1. Introduction to this Guide
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The environment variable OMP__STACKSIZE must also be set to a very large number. In this example, we are
nominally requesting 500 MB of memory. But in practice, this will tell the GNU Fortran compiler to use the
maximum amount of stack memory available on your system. The value 500m is a good round number that is
larger than the amount of stack memory on most computer clusters, but you can increase this if you wish.

Fix errors caused by incorrect settings

Be on the lookout for these errors:

1. If oMP_NUM_THREADS is set to 1, then your HEMCO standalone simulation will execute using only one
computational core. This will make your simulation take much longer than is necessary.

2. If OMP_STACKSIZE environment variable is not included in your environment file (or if it is set to a very low
value), you might encounter a segmentation fault. In this case, the HEMCO standalone “thinks” that it does
not have enough memory to perform the simulation, even though sufficient memory may be present.

1.1.4 Download the source code

The HEMCO source code may be downloaded (aka “cloned”) with Git. By default the git clone command will
give you the main branch by default: default.

$ git clone https://github.com/geoschem/hemco.git HEMCO
$ cd HEMCO

If you would like a different version of HEMCO you can check out a different branch. For example, to check out the
dev branch, type:

’$ git checkout dev

You can also check out the HEMCO source code at the position of any tag. For example, to use the HEMCO version
3.0.0 code (which is by now an old version), type:

’$ git checkout tags/3.0.0

If you have any unsaved changes, make sure you commit those to a branch prior to updating versions.

1.1.5 Create a run directory

Note: Another useful resource for HEMCO standalone run directory creation instructions is our YouTube tutorial.

HEMCO standalone run directories are created from within the source code. A new run directory should be created
for each different version of HEMCO you use. Git version information is logged to file rundir.version within
the run directory upon creation.

To create a run directory, navigate to the run/ subdirectory of the source code and execute shell script
createRunDir. sh.

$ cd HEMCO/run
$ ./createRunDir.sh

During the course of script execution you will be asked a series of questions:

1.1. Steps to follow: 11
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Enter ExtData path

The first time you create a HEMCO standalone run directory on your system you will be prompted for a path to the
ExtData folder, which is the root data directory for HEMCO (as well as for GEOS-Chem).

The path that you specify should include the name of your ExtData/ directory and should not contain symbolic
links. The path you enter will be stored in file ~/.geoschem/config in your home directory as environment
variable GC_DATA_ROOT. If that file does not already exist it will be created for you. When creating additional run
directories you will only be prompted again if the file is missing or if the path within it is not valid.

Choose meteorology source

Enter the integer number that is next to the input meteorology source you would like to use.

1. MERRA-2 (Recommended)
2. GEOS-FP
3. GISS ModelE2.1 (GCAP 2.0)

Choose horizontal resolution

Enter the integer number that is next to the horizontal resolution you would like to use.

Choose horizontal resolution:

4.0 x 5.0
2.0 x 2.5
0.5 x 0.625
0

.25 x 0.3125

Enter HEMCO_Config.rc path

Provide the path to a HEMCO_Config. rc file with your emissions settings.

Enter the file path to a HEMCO_Config.rc with your
emissions settings.

— This should be a HEMCO_Config.rc file from a
pre—-generated GEOS-Chem run directory and not a
template config file from the GEOS-Chem repository.

(continues on next page)
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(continued from previous page)

- If you do not have a pre-generated HEMCO_Config.rc file,
type ./HEMCO_Config.rc.sample at the prompt below.
This will copy a sample configuration file into your
run directory. You can then edit this configuration
file with your preferred emission settings.

If you have a pre-configured HEMCO_Config. rc file available (e.g. from a GEOS_Chem run directory), then then
type the absolute path:

’ /path/to/my/HEMCO_Config.rc

If you do not have a HEMCO_ Config. rc template file handy, then type:

’./HEMCO_Config.rc.sample

This will copy sample HEMCO_Config.rc and HEMCO_Diagn. rc files to the run directory. You can edit these
configuration files to include your preferred emission settings.

Refer to the HEMCO Reference Guide for more information about how to edit the HEMCO configuration file.
Enter run directory path

Enter the target path where the run directory will be stored. You will be prompted to enter a new path if the one you
enter does not exist.

Enter run directory name

Enter the run directory name, or accept the default. You will be prompted for a new name if a run directory of the
same name already exists at the target path.

Enter run directory name, or press return to use default:

NOTE: This will be a subfolder of the path you entered above.

If you press return, a default name such as hemco_4x5_merra2, hemco_2x25_geosfp, etc. will be used.

1.1. Steps to follow: 13
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Enable version control (optional)

Enter whether you would like your run directory tracked with Gir version control. With version control you can keep
track of exactly what you changed relative to the original settings. This is useful for trouble-shooting as well as
tracking run directory feature changes you wish to migrate back to a previous version.

If a run directory has successfully been created, the name of the run directory will be printed. If you used the default
run directory name then you will see output similar to:

Created /path/to/hemco_4x5_merra2

etc.

Run directory contents

Navigate to the run directory that was just created and get a directory listing:

$ cd hemco_4x5 merra?

$ 1s

build/ HEMCO_Config.rc HEMCO_sa_Config.rc HEMCO_sa_Spec.rc OutputDir/ rundir.
—version

CodeDir@ HEMCO_Diagn.rc HEMCO_sa_Grid.4x5.rc HEMCO_sa_Time.rc README
—runHEMCO. shx*

build is the folder is where you will compile HEMCO standalone.
CodeDir is a symbolic link back to the HEMCO source code.
OutputDir is the folder where diagnostic outputs will be generated.

Files ending in . rc are user-edtiable configuration files that control HEMCO standalone simulation options. We will
discuss these in more detail more in the Configure a simulation chapter.

The rundir.version file contains information about the Git commit in the HEMCO source code corresponding
to this run directory. You will see output similar to this:

This run directory was created with /path/to/hemco/HEMCO/run/createRunDir.sh.
HEMCO repository version information:

Remote URL: git@github.com:geoschem/hemco.git

Branch: dev

Commit: Add fixes for generating HEMCO standalone run directory
Date: Wed Jul 13 10:56:36 2022 -0400

User: Melissa Sulprizio

Hash: b29dac4

Changes to the following run directory files are tracked by git:

[master (root-commit) b8e694d] Initial run directory
7 files changed, 477 insertions (+)
create mode 100644 HEMCO_Config.rc
create mode 100644 HEMCO_Diagn.rc

(continues on next page)
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(continued from previous page)

create mode 100644 HEMCO_sa_Config.rc
create mode 100644 HEMCO_sa_Grid.4x5.rc
create mode 100644 HEMCO_sa_Spec.rc

1.1.6 Build the executable

Note: Another useful resource for HEMCO build instructions is our YouTube tutorial.

Once you have created a run directory, you may proceed to compile the HEMCO standalone source code into an
executable file. You will compile HEMCO standalone from your run directory.

There are two steps to build HEMCO. The first step is to configure your build settings with CMake. Build settings
cover options like enabling or disabling components or whether HEMCO should be compiled in Debug mode.

The second step is to compile the source code into an executable. For this, you will use make, which builds the
executable according to your build settings.

Navigate to your build directory

A subdirectory named build is included in each HEMCO standalone run directory that you create. You can use this
directory (known as a build directory) to create the HEMCO executable file.

You are not limited to using the build directory that is created inside the run directory. In fact, you can create as
many build directories you wish in whatever location you wish. For example, if you want to compare HEMCO
standalone performance on both GNU and Intel compilers, you could create two different build directories, one named
build_gnu and the other build_intel. Build directories do not necessarily need to be kept in the run directory,
but it is convenient to do so.

Each build directory is self-contained, so you can delete it at any point to erase the HEMCO standalone build and its
configuration. Most users will typically only need to build HEMCO standalone once, so we recommend using the
build subdirectory of the run directory as the location to create the HEMCO standalone exectuable.

Important: There is one rule for build directories: a build directory should be a new directory.

In the example below, we will use the build directory within the run directory to build the HEMCO standalone
executable.

Navigate to the run directory:

’ $ cd /path/to/hemco/run/dir

Then navigate to the build folder within:

’ $ cd build
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Initialize the build directory

Run CMake to initialze the build directory.

$ cmake ../CodeDir -DRUNDIR=..

CodeDir is a symbolic link to the HEMCO source code directory.

The option ~-DRUNDIR=. . specifies that the directory where we will run HEMCO standalone is one level above us.
This makes sense as our build folder is a subdirectory of the run directory. (More about build options below:

You will see output similar to this:

—— The Fortran compiler identification is GNU 11.2.0

—— Detecting Fortran compiler ABI info

—— Detecting Fortran compiler ABI info - done

—— Check for working Fortran compiler: /path/to/gfortran - skipped
—— Checking whether /path/to/gfortran supports Fortran 90

—— Checking whether /path/to/gfortran supports Fortran 90 - yes

HEMCO X.Y.Z
Current status: X.Y.Z

—-— Found OpenMP_Fortran: —-fopenmp (found version "4.5")
—-— Found OpenMP: TRUE (found version "4.5")

-— Found NetCDF: /path/to/netcdf/lib/libnetcdff.so

-— Bootstrapping /path/to/hemco/run/dir

—-— Settings:
* OMP: ON OFF
«+ USE_REALS: ON OFF

—— Configuring done
—-— Generating done
—— Build files have been written to: /path/to/hemco/run/dir/build

In the above example output, the version number X .Y .z will refer to the actual HEMCO version number (e.g. 3.
4.0,3.5.0,etc.). Also the paths /path/to/. .. in your output instead be the actual paths to the compiler and
libraries.

Configuring your build

Build settings are controlled by CMake commands with the following form:

$ cmake . —-D<NAME>=<VALUE>

where <NAME> is the name of the setting, and <VALUE> is the value that you are assigning it. These settings are
persistent and saved in your build directory. You can set multiple variables in a single command, and you can run
CMake as many times as you need to configure your desired settings.

Note: The . argument is important. It is the path to your build directory which is . here.

HEMCO has no required build settings. You can find the complete list of HEMCO'’s build settings here. The most
frequently used build setting is RUNDIR which lets you specify one or more run directories where CMake will install
HEMCO. Here, “install” refers to copying the compiled executable, and some supplemental files with build settings,
to your run directories.

Since there are no required build settings, for this tutorial we will stick with the default settings.
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You should notice that when you run CMake it ends with:

—-— Configuring done
—— Generating done
—— Build files have been written to: /path/to/hemco/run/dir/build

This tells you the configuration was successful, and that you are ready to compile.

Compile HEMCO standalone

Compile HEMCO standalone with this command

$ make —j

The -3 option will tell GNU Make to compile several source code files in parallel. This reduces overall compilation
time.

Optionally, you can use the VERBOSE=1 argument to see the compiler commands.

This step creates . /bin/hemco_standalone which is the compiled executable. You can copy this executable to
your run directory manually, or you can do

$ make install

which copies ./bin/hemco_standalone (and some supplemental files) to the run directories specified in
RUNDIR.

Now you have compiled HEMCO! You can now navigate back from the bui1d folder to the run directory (which we
remember is one level higher):

$ cd ..

Recompile when you change the source code

You need to recompile HEMCO if you update a build setting or make a modification to the source code. However, with
CMake, you don’t need to clean before recompiling. The build system automatically figure out which files need to be
recompiled based on your modification. This is known as incremental compiling.

To recompile HEMCO standalone, simply do

$ make —j
$ make install

which will recompile HEMCO standalone and copy the new executable file to the run directory.
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HEMCO standalone build options

RUNDIR
Paths to run directories where make install installs HEMCO standalone. Multiple run directories can be
specified by a semicolon separated list. A warning is issues if one of these directories does not look like a run
directory.

These paths can be relative paths or absolute paths. Relative paths are interpreted as relative to your build
directory.

CMAKE_BUILD_TYPE
Specifies the build type. Allowable values are:

Release
The default option. Compiles HEMCO standalone for speed.

Debug
Compiles HEMCO standalone with several debugging flags turned on. This may help you find common
errors such as array-out-of-bounds, division-by-zero, or not-a-number.

Important: The additional error checks that are applied with Debug will cause HEMCO standalone to
run much more slowly! Do not use Debug for long production simulations.

HEMCO_Fortran_ FLAGS_<COMPILER_ID>
Additional compiler options for HEMCO standalone for build type <BUILD_TYPE>.

<COMPILER ID>
Valid values are GNU and Intel.

HEMCO_Fortran FLAGS_<CMAKE_BUILD_TYPE> <COMPILER_ID>
Compiler options for HEMCO standalone for the given CMAKE _BUILD TYPE.

<COMPILER ID>
Valid values are GNU and Intel.

1.1.7 Configure a simulation

Note: Another useful resource for instructions on configuring HEMCO run directories is our YouTube tutorial.

Navigate to your new directory, and examine the contents:

$ cd /path/to/hemco/run/dir

$ 1s

build/ HEMCO_Diagn.rc HEMCO_sa_Spec.rc README
CodeDir@ HEMCO_sa_Config.rc HEMCO_sa_Time.rc rundir.version
HEMCO_Config.rc HEMCO_sa_Grid.4x5.rc OutputDir/ runHEMCO. sh*

The following files can be modified to set up your HEMCO standalone simulation.

HEMCO_sa_Config.rc
Main configuration file for the HEMCO standalone simulation. This file points to the other configuration files
used to set up your simulation (e.g. HEMCO_sa_Grid. 4x5.rc, HEMCO_sa_Time. rc).

This file typically references a HEMCO_Config. rc file using
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>>>include HEMCO_Config.rc

which contains the emissions settings. Settings in HEMCO_sa_ Config. rc will always override any settings
in the included HEMCO_Config. rc file.

HEMCO_Config.rc
Contains emissions settings. HEMCO_Config. rc can be taken from a another model (such as GEOS-Chem),
or can be built from a sample file.

For more information on editing HEMCO_Config. rc, please see the following chapters: The HEMCO con-
figuration file, Basic examples, and More configuration examples.

Important: Make sure that the path to your data directory in the HEMCO_Config. rc file is correct. Other-
wise, HEMCO standalone will not be able read data from disk.

HEMCO_Diagn.rc
Specifies which fields to save out to the HEMCO diagnostics file saved in OutputDir by default. The fre-
quency to save out diagnostics is controlled by the DiagnFregq setting in HEMCO_sa_Config.rc

For more information, please see the chapter entitled Configuration file for the Default collection.

HEMCO_sa_Grid.4x5.rc
Defines the grid specification. Sample files are provided for 4.0 x 5.0, 2.0 x 2.5, 0.5 x 0.625, and 0.25 x 0.3125
global grids in HEMCO/ run/ and are automatically copied to the run directory based on options chosen when
running createRunDir. sh. you choose to run with a custom grid or over a regional domain, you will need
to modify this file manually.

HEMCO_sa_Spec.rc
Defines the species to include in the HEMCO standalone simulation. By default, the species in a GEOS-Chem
full-chemistry simulation are defined. To include other species, you can modify this file by providing the species
name, molecular weight, and other properties.

HEMCO_sa_Time.rc
Defines the start and end times of the HEMCO standalone simulation as well as the emissions timestep (s).

runHEMCO. sh
Sample run script for submitting a HEMCO standalone simulation via SLURM.

1.1.8 Download input data

Before starting a HEMCO standalone simulation, make sure that all of the relevant emissions and meteorology that
you will need for your simulation are present on disk.

If you are located at an institution where there are several other HEMCO and/or GEOS-Chem users, then data for
HEMCO standalone might already be located in a shared folder. Ask your sysadmin or IT staff.

If you are using HEMCO standalone on the Amazon Web Services EC2 cloud computing platform, then you will have
access to an S3 bucket (s3://gcgrid/) with emissions inventories and meteorological data.

If you still need to download data for your HEMCO standalone simulation, we recommend using the
bashdatacatalog tool. For more information, please see our Supplemental Guide entitled Manage a data archive
with bashdatacatalog.
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1.1.9 Run a simulation

Note: Another useful resource for instructions on running HEMCO is our YouTube tutorial.

Run interactively

First, navigate to your run directory (if you aren’t already there):

’$ cd /path/to/hemco/run/dir

You can run HEMCO standalone interactively at the command line by typing:

’$ ./hemco_standalone —-c HEMCO_sa_Config.rc

where —c specifies the path to the HEMCO_sa_Config. rc configuraiton file.

Run as batch job

Batch job run scripts will vary based on what job scheduler you have available. The example run script included in
HEMCO standalone run directories (runHEMCO. sh) is for use with SLURM. You may modify this file for your
system and preferences as needed.

At the top of all batch job scripts are configurable run settings. Most critically are requested # cores, # nodes, time,
and memory. Figuring out the optimal values for your run can take some trial and error.

To submit a batch job using SLURM:

$ sbatch runHEMCO.sh

Standard output will be sent to a log file HEMCO_SA . 1og once the job is started. Standard error will be sent to a
file specific to your scheduler, e.g. slurm-jobid.out if using SLURM, unless you configure your run script to do
otherwise.

If your computational cluster uses a different job scheduler, e.g. Grid Engine, LSF, or PBS, check with your IT staff or
search the internet for how to configure and submit batch jobs. For each job scheduler, batch job configurable settings
and acceptable formats are available on the internet and are often accessible from the command line. For example,
type man sbatch to scroll through options for SLURM, including various ways of specifying number of cores, time
and memory requested.

Verify a successful run

There are several ways to verify that your run was successful.
e NetCDF files are present in the OutputDir/ subdirectory;
* The HEMCO log file HEMCO. 1og ends with HEMCO X.Y.Z FINISHED.;
* Standard output file HEMCO_SA . log ends with HEMCO_STANDALONE FINISHED!;
* The job scheduler log does not contain any error messages

If it looks like something went wrong, scan through the log files to determine where there may have been an error.
Here are a few debugging tips:

» Review all of your configuration files to ensure you have proper setup
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* Check to make sure you have downloaded all input files needed for your HEMCO standalone simulation.

If you cannot figure out where the problem is please do not hesitate to create a GitHub issue.
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CHAPTER
TWO

INTRODUCTION TO THIS GUIDE

In this HEMCO Reference Guide, you will learn about HEMCO configuration files, HEMCO extensions, HEMCO
interfaces, and other technical information.

For more information about how run HEMCO standalone simulations, please see our HEMCO Standalone User Guide.

2.1 Contents

2.1.1 Basic examples

Note: The following sections contain simple HEMCO configuration file examples for demonstration purposes. If
you are using HEMCO with an external model, then your HEMCO configuration file may be more complex than the
examples shown below.

All emission calculation settings are specified in the HEMCO configuration file, which is named HEMCO_Config.
rc.

Modification of the HEMCO source code (and recompilation) is only required if new extensions are added, or to use
HEMCO in a new model environent (see sections HEMCO under the hood and Interfaces).

In the sections that follow, we provide some basic examples that demonstrate how to modify the configuration file to
customize your HEMCO simulation.

Example 1: Add global anthropogenic emissions

Suppose monthly global anthropogenic CO emissions from the MACC ity inventory [[Lamarque et al., 2010]] are
stored in file MACCity.nc as variable CO. The following HEMCO configuration file then simulates CO emissions
with gridded hourly scale factors applied to it (the latter taken from variable factor of file hourly.nc).

The horizontal grid and simulation datetimes employed by HEMCO depends on the HEMCO-to-model interface. If
HEMCO is coupled to an external model (such as GEOS-Chem) these values are taken from the chemistry model. If
run standalone, the grid specification and desired datetimes need be specified as described in Interfaces.

AHAFHAFHAHAFAAHAFAAEAFAFEAFAFEAFAF AR AR R F AR F AR FAA A FAF R HAFEAFAF A HA A
### BEGIN SECTION SETTINGS
AAFHAFFHARFHAFFRAFHAAFFAAFHAAFRAAFRAFFHAFFEAFFRAFFAAFRAAFRAAFEAAFRAAFHAAFRAFFHA

ROOT: /dir/to/data
Logfile: HEMCO. log
DiagnFile: HEMCO_Diagn.rc
DiagnPrefix: HEMCO_diagnostics

(continues on next page)
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(continued from previous page)

Wildcard:
Separator:

Unit tolerance:
Negative values:
Only unitless scale factors: false
Verbose: 0
Warnings: 1

O =N %

### END SECTION SETTINGS ###

FHEAAFRAAFRARFHARFRAFFRAFFAAFFAAFHAAFFAAFRAAF AR FEAAF AR AR F AR A SR A H RS
### BEGIN SECTION EXTENSION SWITCHES
HHAFHRAAAAFFFFRAAAAFFFREAAAAFFFRAARAAFFFEAAAAFFFREAAAAFFFRAAAAAFFREAAAA A SRR

# ExtNr ExtName on/off Species
0 Base : on *
——> MACCITY : true

### END SECTION EXTENSION SWITCHES ###

iizdazdsdasasdasatdadasdadatdadatsadatasdatasdadasdadatiadadaadaddidadsidadsddiai

### BEGIN SECTION BASE EMISSIONS
daazdadadasadasddastdaasdsaddsatisatdsatdsatisatdsasdasdisaddsdadasdaasddadadadi

# ExtNr Name sourceFile sourceVar sourceTime C/R/E SrcDim SrcUnit Species ScallIDs Cat,,
—Hier

( ( (MACCITY

0 MACCITY_CO S$ROOT/MACCity.nc CO 1980-2014/1-12/1/0 C xy kg/m2/s CO 500 1 1

) ) )MACCITY

### END SECTION BASE EMISSIONS ###
iiddazdsdasdsdasatdadasdadasdsdatdadatasdadasdadasdadaddadaddadaddidddsiddadsddsi
### BEGIN SECTION SCALE FACTORS
ididazazdasadasaidasasdadatasdataadataddatasaasatdadatsadataadataddasasdadadddi
# ScallID Name srcFile srcVar srcTime CRE Dim Unit Oper

500 HOURLY_SCALFACT $ROOT/hourly.nc factor 2000/1/1/0-23 C xy 1 1

### END SECTION SCALE FACTORS ###
iZgdazdsdasdsdasssdadasdadasdsdatdadatdsdadasdadasdadaddadaddddaddiddddddadssdsi
### BEGIN SECTION MASKS

dasadadadasadssddasddasdsaddsasdsatdsatdsatdsatdsasdaatisaddsdsdaddddddadadaii

### END SECTION MASKS ###

The various attributes are explained in more detail in the Base emissions and Scale factors sections.

Note: We have used an index of 500 for HOURLY_SCALFACT in order to reduce confusion with the Cat and Hier
values.

As described in Data collections, all of the files contained between the brackets ( ( (MACCITY and ) ) )MACCITY
will be read if you set the switch
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—-—> MACCITY : true

These files will be ignored if you set

——> MACCITY : false

This is a quick way to shut off individual emissions inventories without having to manually comment out many lines
of code. You can add a set of brackets, with a corresponding true/false switch, for each emissions inventory that you
add to the configuration file.

Example 2: Overlay regional emissions

To add regional monthly anthropogenic CO emissions from the EMEP European inventory [[Vestreng et al., 2009]]
(in file EMEP . nc) to the simulation, modify the configuration file as follows:

HHAFHRAARAAFFFRAAAAFFRRRAAAAFFFRAARAAFFFEAAAAFFFREAAAAFFFRRAAAAFFRRAAAAF RS HRAAS
#### BEGIN SECTION EXTENSION SWITCHES
FHAAFFAAFFRAFFHAFFAAFFHAFFAAFFAAFHAAFAAAFRAAFHAAFRAAFRAAFHAAFEAAFRAFFAAAFRAFFHS

# ExtNr ExtName on/off Species
0 Base : on *
——> MACCITY : true
—-—> EMEP : true

### END SECTION EXTENSION SWITCHES ###

iz dsdassdsdasssdadasdadasdsdatdadaddsdadasdadatdadaddadaddddaddddddidddsddsi
### BEGIN SECTION BASE EMISSIONS
iddazadasadasaidasasdadatasdataadatasdatssaatatdadatsadataadataddadaddadsddai
#EXtNr Name srcFile srcVar srcTime CRE Dim Unit Species ScallIDs Cat Hier

(((MACCITY
0 MACCITY_CO S$ROOT/MACCity.nc CO 1980-2014/1-12/1/0 C xy kg/m2/s CO 500 11
)) )MACCITY

( ( (EMEP
0 EMEP_CO $ROOT/EMEP.nc CO 2000-2014/1-12/1/0 C xy kg/m2/s CO 500/1001 1 2
)) ) EMEP

### END SECTION BASE EMISSIONS###

FHAAFFRAFFRAFFHAFFRAFHRAFHHAFFAAFHAAFFAAFRAAFHAAFEAAFRAAFEAAFEAAFRAFFHAAFRAAFHA
### BEGIN SECTION SCALE FACTORS
i dadaadssddssadasadaddssdsasddasdsatisatdsasdaadiaddsddddddsdddddadi

#ScallID Name srcFile srcVar srcTime CRE Dim Unit Oper

500 HOURLY_SCALFACT S$ROOT/hourly.nc factor 2000/1/1/0-23 C xy 1 1

### END SECTION SCALE FACTORS ###

[z 2L LIS eSS ST TS TS ST SRS TSR LR L LS
### BEGIN SECTION MASKS

(2222 Es 2T IS S 2 s TSI E2 s TEEEsE SIS E IS E LR EEEE LSS EE LS

#ScallID Name srcFile srcVar srcTime CRE Dim Unit Oper Box

1001 MASK_EUROPE S$ROOT/mask_europe.nc MASK 2000/1/1/0 C xy 1 1 -30/30/45/70

(continues on next page)
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(continued from previous page)

### END SECTION MASKS ###

For now, we have omitted the Settings section because nothing has changed since the previous example.

Note the increased hierarchy (2) of the regional EMEP inventory compared to the global MACCity emissions (1) in
column Hier. This will cause the EMEP emissions to replace the MACCity emissions in the region where EMEP is
defined, which is specified by the MASK_EUROPE variable.

Example 3: Adding the AEIC aircraft emissions

To add aircraft emissions from the AEIC inventory [[Stettler et al., 2011]], available in file AEIC.nc, modify the
configuration file accordingly:

AAFHAFHAARFAAFFAAFHAAFRAAFRAAFAAAFRAFFAAFFEAFFRAFFAAARAAFHAA AR FRAAFEAAFRAAFES
#### BEGIN SECTION EXTENSION SWITCHES
HAFHAFHHAFFHAFFRAFFAAFFAAFRAAFHAAFRAFFHAFFRAFFRAFFAA AR FHAA AR FRAAFEAAF RS

# ExtNr ExtName on/off Species
0 Base : on *
——> MACCITY : true
——> EMEP : true
-=> AEIC : true

### END SECTION EXTENSION SWITCHES ###

#HAARFAAAAFAHARAAAAHARA A AHA R A AR A AA AR A A AHA A A AR AR A AR
#### BEGIN SECTION BASE EMISSIONS
HEFHFAFAFAAAAAAFRAAHARFAFAFARAAFRHARA A AHA R A RFAH A A AR A RF AR HA A F A EA A
#ExtNr Name srcFile srcVar srcTime CRE Dim Unit Species ScallIDs Cat Hier

(((MACCITY
0 MACCITY_CO S$ROOT/MACCity.nc CO 1980-2014/1-12/1/0 C xy kg/m2/s CO 500 11
)) )MACCITY

( ( (EMEP
0 EMEP_CO $ROOT/EMEP.nc CO 2000-2014/1-12/1/0 C xy kg/m2/s CO 500 1/1001 1 2
)) ) EMEP

(((AEIC
0 AEIC_CO SROOT/AEIC.nc CO 2005/1-12/1/0 C xyz kg/m2/s CO - 21
)))AEIC

### END SECTION BASE EMISSIONS ###

Note the change in the emission category (column Cat) from 1 to 2. In this example, category 1 represents anthro-
pogenic emissions and category 2 represents aircraft emissions.
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Example 4: Add biomass burning emissions
GFED4 biomass burning emissions (Giglio et al, 2013), which are implemented as a HEMCO Extension, can be added
to the simulation by:

1. Adding the corresponding extension to section Extension Switches

2. Adding all the input data needed by GFED4 to section Base Emissions.

The extension number defined in the Extension Switches section must match the corresponding ExtNr entry in the
Base Emissions section (in this example, 111).

FHEAFFRAFFRAFFHAFFRAFHRAFHHAFFAAFHAAFFAAFRAAFHAAFEAAFRAFFEAAFEAAFRAF R FRAA RS
#### BEGIN SECTION EXTENSION SWITCHES
i dadsadssddssadasadaddsasdsasddasdsatdsatdsasdaatdaddddddddsdddddadi

# ExtNr ExtName on/off Species
0 Base : on *
—-—> MACCITY : true
——> EMEP : true
—-—> AEIC : true
# ______________________________________________________________________________
111 GFED : on CO
-—> GFED3 : false
—-—> GFED4 : true
—-—> GFED_daily : false
——> GFED_3hourly : false
-—> Scaling_CO : 1.05

### END SECTION EXTENSION SWITCHES ###

HERHHAARFAAAAAAFARARAAAAFAFAAAAFAFAAAAAAFAFA A RFAAAAARFA A A AR AAAAAAAFAFAAAA
#### BEGIN SECTION BASE EMISSIONS
FHAARFRAAAARFAAAAFAARFAAFAARFAAAAAAFAFAAAAFAFAFAAFAAAFAAAAAAFAFAAFAA I A A AAA

#EXtNr Name srcFile srcVar srcTime CRE Dim Unit Species ScallIDs Cat Hier

( ((MACCITY
0 MACCITY_CO $ROOT/MACCity.nc CO 1980-2014/1-12/1/0 C xy kg/m2/s CO 500 11
)) )MACCITY

( ( (EMEP
0 EMEP_CO SROOT/EMEP .nc CO 2000-2014/1-12/1/0 C xy kg/m2/s CO 500/1001 1 2
) ) ) EMEP

(((AEIC
0 AEIC_CO SROOT/AEIC.nc CO 2005/1-12/1/0 C xyz kg/m2/s CO - 21
)))AEIC

iiddazdsdasdsdasssdadasdadatdsdatsadatasdadasdadasdadaddadaddidadsddadsidadsddiai
### BEGIN SECTION EXTENSION DATA (subsection of BASE EMISSIONS SECTION

###

### These fields are needed by the extensions listed above. The assigned ExtNr

### must match the ExtNr entry in section 'Extension switches'. These fields
### are only read if the extension is enabled. The fields are imported by the
### extensions by field name. The name given here must match the name used

### 1n the extension's source code.

HHFFHRAARAFFFFRAAAAFFFRAAAAAFFFRAARAAFFFEAAAAFFFRRAAAAFFFARAAAAFFFEAAA A SRR

# ——— GFED biomass burning emissions (Extension 111) ——-
111 GFED_HUMTROP SROOT/GFED3/v2014-10/GFED3_humtropmap.nc humt rop o
— 000/1/1/0 C xy 1T * — 1 1 (continues on next page)
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( ( (GFED3

111 GFED_WDL
< WDL_DM
111 GFED_AGW
< AGW_DM
111 GFED_DEF
. DEF_DM
111 GFED_FOR
<, FOR_DM
111 GFED_PET
< PET_DM
111 GFED_SAV
<+SAV_DM
)))GFED3

( ( (GFED4
111 GFED_WDL

111 GFED_AGW

111 GFED_DEF

111 GFED_FOR

111 GFED_PET

111 GFED_SAV

)) ) GFED4

1997-2011/1-12/01/0

1997-2011/1-12/01/0

1997-2011/1-12/01/0

1997-2011/1-12/01/0

1997-2011/1-12/01/0

1997-2011/1-12/01/0

SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc

C xy kgbDM/m2/s = - 1 1

SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc

C xy kgbM/m2/s » - 1 1

S$SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc

C xy kgbDM/m2/s = - 1 1

SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc

C xy kgbDM/m2/s %= - 1 1

SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc

C xy kgbM/m2/s » - 1 1

SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc

C xy kgbDM/m2/s % - 1 1

SROOT/GFED4/v2015-03/GFED4_gen.025x025.
o 2000-2013/1-12/01/0
SROOT/GFED4/v2015-03/GFED4_gen.025x025.
< 2000-2013/1-12/01/0
SROOT/GFED4/v2015-03/GFED4_gen.025x025.
. 2000-2013/1-12/01/0
SROOT/GFED4/v2015-03/GFED4_gen.025x025.
o 2000-2013/1-12/01/0
SROOT/GFED4/v2015-03/GFED4_gen.025x025.
< 2000-2013/1-12/01/0

C xy kg/m2/s * — 1 1
C xy kg/m2/s x = 1 1
C xy kg/m2/s * = 1 1

C xy kg/m2/s * — 1 1

C xy kg/m2/s x = 11

SROOT/GFED4/v2015-03/GFED4_gen.025x025.
. 2000-2013/1-12/01/0

C xy kg/m2/s * — 1 1

SYYYY.

SYYYY.

SYYYY.

SYYYY.

SYYYY.

SYYYY.

(((GFED_daily

111 GFED_FRAC_DAY
<DAYFRAC 2002-2011/1-12/1-31/0
)))GFED_daily

C xy 1

(((GFED_3hourly

*

SROOT/GFED3/v2014-10/GFED3_dailyfrac_gen.1x1.

11

nc

nc

nc

nc

nc

nc

SYYYY.nc

111 GFED_FRAC_3HOUR S$ROOT/GFED3/v2014-10/GFED3_3hrfrac_gen.1x1.$YYYY.nc

—HRFRAC 2002-2011/1-12/01/0-23 C xy 1
)) ) GFED_3hourly

### END SECTION BASE EMISSIONS ###

*

11

GFED3_BB_

GFED3_BB___

GFED3_BB___

GFED3_BB___

GFED3_BB___

GFED3_BB___

WDL_DM

AGW_DM

DEF_DM

FOR_DM

PET_DM

SAV_DM

GFED3_BB___

GFED3_BB_

As in the previous examples, the tags beginning with ( ( ( and ) ) ) denote options that can be toggled on or off in
the Extension Switches section. For example, if you wanted to use GFED3 biomass emissions instead of GFED4, you
would set the switch for GFED3 to true and the switch for GFED4 to false.

Scale factors and other extension options (e.g. Scaling_CO) can be specified in the Extension Switches section.
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Example 5: Tell HEMCO to use additional species

The HEMCO configuration file can hold emission specifications of as many species as desired. For example, to add
anthropogenic NO emissions from the MACCity inventory, modify the HEMCO configuration file as shown:

#HAARFAAAAHAHARAAAAAARA A A AHA R A AR AA AR A AR A AH AR AA AR A RS
#### BEGIN SECTION BASE EMISSIONS
FHAARFAAAAHAFARAAARHAFAAA A AHAAA A AR A A A AFAEA A AR HA AR AR HA R AR A A A AR
#ExtNr Name srcFile srcVar srcTime CRE Dim Unit Species ScallIDs Cat Hier

(((MACCITY
0 MACCITY_CO S$ROOT/MACCity.nc CO 1980-2014/1-12/1/0 C xy kg/m2/s CO 500 1 1
0 MACCITY_NO S$ROOT/MACCity.nc NO 1980-2014/1-12/1/0 C xy kg/m2/s NO 500 1 1
)) )MACCITY

To include NO in GFED, we can just add NO to the list of species that GFED will process in the Extension Switches
section.

dasadsdadassdssddassdaasdsaddsatdsatdsatdsatdsatdsasdaaddaaddsdddaddddddadddadi
#### BEGIN SECTION EXTENSION SWITCHES
AAFHAFHAAFFAAFFAAFAAAFFAAFRAAFAAAFRAAFEAFFEAFFRAFFAAARAAFRAA A AR FRAAFEAAFRAFFHS

# ExtNr ExtName on/off Species

0 Base : on *
——> MACCITY : true
—-—> EMEP : true
—-—> AEIC : true

# ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

111 GFED on CO/NO
--> GFED3 false
—-—> GFED4 : true
—-—> GFED_daily : false
——> GFED_3hourly : false
—--> Scaling_CO : 1.05

Finally, let’s add sulfate emissions to the simulation. Emissions of SO4 are approximated from the MACCity SO2
data, assuming that SO4 constitutes 3.1% of the SO2 emissions. The final configuration file now looks like this:

HHAFHRAAAAFFFFRAAAAFFFRAAAAAFFFRAARAAFFFEAAAAFFFREAAAAFFFARAAAAFFREAAAAF SRR
#### BEGIN SECTION SETTINGS
AAFHAFHAAFFHAFFAAFFAAFFAAFRAAFAAAFRAFFAAFFAAFFRAFFAAFRAAFHAAFRAAFRAAFHAFFRAAFHS

ROOT: /dir/to/data
Logfile: HEMCO. log
DiagnFile: HEMCO_Diagn.rc
DiagnPrefix: HEMCO_diagnostics
Wildcard: *

Separator: /

Unit tolerance: 1

Negative values: 0

Only unitless scale factors: false

Verbose: 0

Warnings: 1

### END SECTION SETTINGS ###

AAFHAFHAAFFHAFFAAFAAAFFAAFRAAFAAAFRAFFAAFFHAFFAAAFAAFRAAFHAAFRAAFRAAFHAAFRAAFHS
### BEGIN SECTION EXTENSION SWITCHES
FHEAFFRAFFRAFFHAFFRAFFRAFFHAFFAAFHAAFFAAFRAAFHAAFEAAFRAFFEAAFEAFFRAFFRAAF RS

(continues on next page)
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(continued from previous page)

# ExtNr ExtName on/off Species
0 Base : on *
—-—> MACCITY : true
—-—> EMEP : true
—-—> AEIC : true
# ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
111 GFED : on CO/NO/S02
—-—> GFED3 : false
-—> GFED4 : true
-—> GFED_daily : false
——> GFED_3hourly : false
-—> Scaling_CO : 1.05

### END SECTION EXTENSION SWITCHES ###

ldidazaddasaiaasaidasataadataddataadadaddadasaasatsadatsadataddadaddadaddadadddi
#### BEGIN SECTION BASE EMISSIONS

HAFAF AR RARAAFAAARARFAFARARAAFAFA A A AFA R A AA AR A A AR RA AR R A F A A
#ExtNr Name srcFile srcVar srcTime CRE Dim Unit Species ScallIDs Cat Hier
(((MACCITY

0 MACCITY_CO $ROOT/MACCity.nc CO 1980-2014/1-12/1/0 C xy kg/m2/s CO 500 11
0 MACCITY_NO SROOT/MACCity.nc NO 1980-2014/1-12/1/0 C xy kg/m2/s NO 500 11
0 MACCITY_SO2 S$ROOT/MACCity.nc S02 1980-2014/1-12/1/0 C xy kg/m2/s S02 - 11
0 MACCITY_SO4 - - - - - - S04 600 11
)) )MACCITY

( ( (EMEP

0 EMEP_CO SROOT/EMEP .nc CO 2000-2014/1-12/1/0 C xy kg/m2/s CO 500/1001 1 2
)) ) EMEP

(((AEIC

0 AEIC_CO $SROOT/AEIC.nc CO 2005/1-12/1/0 C xyz kg/m2/s CO - 21
)))AEIC

iz dsdasdsdasssdadasdadasdadatdadatdsdatasdadasdadaddadaddadaddiddadsiddadsddiai

### BEGIN SECTION EXTENSION DATA (subsection of BASE EMISSIONS SECTION

###

### These fields are needed by the extensions listed above. The assigned ExtNr

### must match the ExtNr entry in section 'Extension switches'. These fields

### are only read if the extension is enabled. The fields are imported by the

### extensions by field name. The name given here must match the name used

### in the extension's source code.

#HE#AF A HAF A FAF A RAFAAERF AR AR AR AR A AR A AR A AR F AR F AR A AR A AR F AR

# ——— GFED biomass burning emissions (Extension 111) ——-—

111 GFED_HUMTROP SROOT/GFED3/v2014-10/GFED3_humtropmap.nc humt rop o
. 2000/1/1/0 C xy 1 * — 11

(((GFED3

111 GFED_WDL $ROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc GFED3_BB_
<WDL_DM 1997-2011/1-12/01/0 C xy kgbDM/m2/s * — 1 1

111 GFED_AGW SROOT/GFED3/v2014-10/GFED3_gen.1x1.8YYYY.nc GFED3_BB___
< AGW_DM 1997-2011/1-12/01/0 C xy kgDM/m2/s * - 1 1

111 GFED_DEF SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc GFED3_BB___
<DEF_DM 1997-2011/1-12/01/0 C xy kgDM/m2/s * — 1 1

111 GFED_FOR SROOT/GFED3/v2014-10/GFED3_gen.1x1.$YYYY.nc GFED3_BB___
<FOR_DM 1997-2011/1-12/01/0 C xy kgbDM/m2/s * — 1 1

(continues on next page)
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(continued from previous page)

111 GFED_PET SROOT/GFED3/v2014-10/GFED3_gen.1x1.SYYYY.nc GFED3_BB___
<PET_DM 1997-2011/1-12/01/0 C xy kgDM/m2/s » - 1 1

111 GFED_SAV SROOT/GFED3/v2014-10/GFED3_gen.1x1.SYYYY.nc GFED3_BB___
<»SAV_DM 1997-2011/1-12/01/0 C xy kgbM/m2/s * — 1 1

)) ) GFED3

(( (GFED4

111 GFED_WDL SROOT/GFED4/v2015-03/GFED4_gen.025x025.$YYYY.nc WDL_DM B
. 2000-2013/1-12/01/0 C xy kg/m2/s x - 1 1

111 GFED_AGW SROOT/GFED4/v2015-03/GFED4_gen.025x025.$YYYY.nc AGW_DM B
o 2000-2013/1-12/01/0 C xy kg/m2/s * — 1 1

111 GFED_DEF SROOT/GFED4/v2015-03/GFED4_gen.025x025.$YYYY.nc DEF_DM L
o 2000-2013/1-12/01/0 C xy kg/m2/s x — 1 1

111 GFED_FOR SROOT/GFED4/v2015-03/GFED4_gen.025x025.$YYYY.nc FOR_DM B
. 2000-2013/1-12/01/0 C xy kg/m2/s x - 1 1

111 GFED_PET SROOT/GFED4/v2015-03/GFED4_gen.025x025.$YYYY.nc PET_DM B
[ 2000-2013/1-12/01/0 C xy kg/m2/s * — 1 1

111 GFED_SAV SROOT/GFED4/v2015-03/GFED4_gen.025x025.$YYYY.nc SAV_DM o
o 2000-2013/1-12/01/0 C xy kg/m2/s x — 1 1

)) ) GFED4

( ((GFED_daily

111 GFED_FRAC_DAY SROOT/GFED3/v2014-10/GFED3_dailyfrac_gen.1x1.$YYYY.nc GFED3_BB_
—DAYFRAC 2002-2011/1-12/1-31/0 C xy 1 * — 11

)))GFED_daily

( ((GFED_3hourly

111 GFED_FRAC_3HOUR S$SROOT/GFED3/v2014-10/GFED3_3hrfrac_gen.1x1.$YYYY.nc GFED3_BB___
—HRFRAC 2002-2011/1-12/01/0-23 C xy 1 * — 11

)) ) GFED_3hourly

### END SECTION BASE EMISSIONS ###

ididazazaasaaasaidasasdadatasdataadasaddasasaasataadatsadataadataddadasdadadddi
#### BEGIN SECTION SCALE FACTORS
AHAFHAFHAHAFAAHAFAFHAFAFEAFAFHAFAFHAFAF AR FAA R FAA A FAF A FAF A FAF A HA AR HA A
# ScallID Name srcFile srcVar srcTime CRE Dim Unit Oper

500 HOURLY_SCALFACT $ROOT/hourly.nc factor 2000/1/1/0-23 C xy 1 1
600 SO2toS04 0.031 - - - - 11

### END SECTION SCALE FACTORS ###
iZgdzzdsdasdsdasdsdadasdadasdsdatdadaddsdadasdadatdadaddadadddadddddidddsddsi
#### BEGIN SECTION MASKS
ldidazazdazadasaidasasdadatasdataadataddatssaasatdadatsadataadataddadaddadaddai
#ScallID Name srcFile srcVar srcTime CRE Dim Unit Oper Box

1001 MASK_EUROPE S$ROOT/mask_europe.nc MASK 2000/1/1/0 C xy 1 1 -30/30/45/70

### END SECTION MASKS ###
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Example 6: Add inventories that do not separate out biofuels and/or trash emissions

Several emissions inventories (e.g. CEDS and EDGAR) lump biofuels and/or and trash emissions together with
anthropogenic emissions. For inventories such as these, HEMCO allows you to specify up to 3 multiple categories for
each species listing in the HEMCO configuration file. All of the emissions will go into the first listed category, and the
other listed categories will be set to zero.

In this example, all NO emissions from the EDGAR inventory power sector will be placed into the the anthropogenic
emissions category (Cat=1), while the biofuel emissions category (Cat=2) will be set to zero.

0 EDGAR_NO_POW EDGAR_v43.NOx.POW.0.1x0.l.nc emi_nox 1970-2010/1/1/0 C xy kg/m2/s NO_
—1201/25/115 1/2 2

In this example, all NO emissions from CEDS inventory agriculture sector will be placed into the the anthropogenic
emissions category (Cat=1), while the biofuel emissions category (Cat=2) and trash emissions category (Cat=12)
will be set to zero.

0 CEDS_NO_AGR NO-em—-anthro_CMIP_CEDS_S$YYYY.nc NO_agr 1750-2014/1-12/1/0 C xy kg/m2/s_
~NO 25 1/2/12 5

2.1.2 The HEMCO configuration file

The HEMCO Configuration file is composed of several sections: Settings, Base Emissions, Scale Factors,, and Masks.

An overview of the structure and key formats of the HEMCO configuration file can be found in Figure 2 of Lin et al.
[[Lin et al., 2021]]:

### BEGIN SECTION EXTENSION SWITCHES

) Base 1 on *
(1) Collection switch --> CEDS : true
--> MEIC : true

### END SECTION EXTENSION SWITCHES ###

Data container name

Data source (File name, variable, temporal range and refresh frequency, cycling option, spatial dimensions)
Units and model species (“*” if not emissions data)
7~ #i# BEGIN SECTJON BASE EMISSIONS Cat d hi h
(((ceps ategory and hierarchy
@ CEDS_EOH_AG |CEDS_EOH_$YYYY.nc voci 197@-20817/1-12/1/8 C xy kg/m2/s CH30H 11
© | CEDS_EOH_AG |CEDS_EOH_$YYYY.nc vocl  197@-2017/1-12/1/@ C xy ||kg/m2/s C2HSOH||92 11 CEDS Collection
© | CEDS_NO_AGR | |CEDS_NO_$YYYY.nc NO_agr 1970-2017/1-12/1/@ C xy ||kg/m2/s NO 25 11
. © | CEDS_NO_IND | |CEDS_NO_$YYYY.nc NO_ind 1970-2017/1-12/1/@ C xyL*||kg/m2/s No 25/316 |11
(2) Data containers —< )))CEDS v €
(((METC )
© MEIC_NO_AGR |(MEIC_NO.85x0666.nc  NO_agri 2000-2017/1-12/1/@ ¢ xy ||kg/m2/s NO 301/1000) 1 2 } MEIC Collection
))MEIC
* UV_ALBEDO uvalbedo.geos.2x25.nc UVALBD 1985/1-12/1/6 C xy percent * - 11
\_ ### END SECTION BASE EMISSIONS ###
~
### BEGIN SECTION SCALE FACTORS
25  EDGAR_TODNOX EDGAR_hourly_NOxScal.nc NOXscale 2000/1/1/* C xy unitless 1
301 MEIC_DOW_AGR ©.994/1.001/1.001/1.001/1.001/1.001/1.001 - -xy 1 1
316 INDUSTRY_LEVS vert_alloc.nc g_industry 2017/1/1/@ C xyz 1 1
(3) Scaling factors
and masks VOC1toCH30H 8.15 - - =xy 1 1
92 VOC1toC2H50H 98.85 - - -xy 1 1
### END SECTION SCALE FACTORS ###
###% BEGIN SECTION MASKS

\__ 1909 CHINA_MASK China_mask.generic.1x1l.nc MASK 2000/1/1/@ C xy 1 1 70/10/130/60
### END SECTION MASKS ###
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Settings

Parameters and variables used by HEMCO are defined in between these comment lines:

AHAFHAFAARAAAARAFAAEAAAFEAFAFAAFAFAA R AR R F AR F AR FAA A FAF A AAF A A A AAFAAA
### BEGIN SECTION SETTINGS
HAFFHARFHAFFHAFFHAFFAAFHHAFFAAFHAAFHAAFRAAFEAFFHAFFRAFFHAFFAAFHAAFAAAFRAAFHAA S

settings go here

### END SECTION SETTINGS ###

The order within the settings section is irrelevant. Many of these settings are optional, and default values will be used
if not set.

General simulation settings

These settings control HEMCO simulation options.

ROOT
Root folder containing emissions inventories and other data to be read by HEMCO.

METDIR
Root folder of meteorology data files that are needed for HEMCO extensions. Usually this is a subdirectory of
ROOT.

MODEL
If present, the SMODEL token will be set to the value specified.

If omitted, this value is determined based on compiler switches.

RES
If present, the SRES token will be set to the value specified.

If omitted, this value is determined based on compiler switches.

LogFile
Path and name of the output log file (which is typically named HEMCO . 1og). If set to the Wi 1 dcard character,
all HEMCO output is written to stdout (i.e. the screen).

Unit tolerance
Integer value denoting the tolerance against differences between the units set in the HEMCO configuration file
and data units found in the source file. Allowable values are”

0
No tolerance. A units mismatch will halt a HEMCO simulation. mismatch).

1
Medium tolerance. A units mismatch will print a warning message but not halt a HEMCO simulation.
(Default setting)

2

High tolerance. A units mismatch will be ignored.

Negative values
Integer value that defines how negative values are handled.

0
No negative values are allowed. (Default setting)
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1
All negative values are set to zero and a warning is given.
2
Negative values are kept as they are.
Verbose

Integer value that controls the amount of additional information printed to the HEMCO log file. Allowable
values are 0 (no additional output) to 3 (lots of additional output). Setting 3 is useful for debugging.

Default setting: 0.

Warnings
Integer value that controls the amount of warnings printed to the HEMCO log file. Allowable values are 0 (no
warnings) to 3 (all warnings).

Default setting: 1 (only severe warnings).

Wildcard
Wildcard character. On Unix/Linux, this should be set to *.

Separator
Separator symbol. On Unix/4Linux systems, this should be set to /.

Mask fractions
If true, the fractional mask values are taken into account. This means that mask values can take any value
between 0.0 and 1.0.

If false, masks are binary, and grid boxes are 100% inside or outside of a mask region.
Default setting: false

PBL dry deposition
If true, it is assumed that dry deposition occurs over the entire boundary layer. In this case, extensions that
include loss terms (e.g. air-sea exchange) will calculate a loss term for every grid box that is partly within the
planetary boundary layer.

If false, aloss term is calculated for the surface layer only.

Default setting: false

Emissions settings

The following options can be used to hold emissions constant over a year, month, day, or hour, and to scale emissions
to a given value:

Emission year
If present, this emission year will be used regardless of the model simulation year.

If omitted, the emission year will be set to the model simulation year.

Emission month
If present, this emission month will be used regardless of the model simulation month.

If omitted, the emission month will be set to the model simulation month.

Emission day
If present, this emission day will be used regardless of the model simulation day.

If omitted, the emission day will be set to the model simulation day.
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Emission hour
If present, this emission month will be used regardless of the model simulation hour.

If omitted, the emisison month will be set to the model simulation hour.

EmissScale_<species—name>
Optional argument to define a uniform scale factor that will be applied across all inventories, categories, hierar-
chies, and extensions. Can be set for every species individually, e.g.

EmisScale_NO: 1.5
EmisScale_CO: 2.0

Scales all NO emissions by 50% and doubles CO emissions.

Diagnostics settings

The following options control archival of diagnostic quantities. For more information about HEMCO diagnostics,
please see the HEMCO diagnostics section.

DiagnFile
Specifies the configuration file for the HEMCO default diagnostics collection. This is usually named
HEMCO_Diagn. rc. This file contains a list of fields to be added to the default collection.

Each line of the diagnostics definition file represents a diagnostics container. It expects the following 7 entries
(all on the same line):

1. Container name (character)
HEMCO species (character)
Extension number (integer)
Emission category (integer)
Emission hierarchy (integer)
Space dimension (2 or 3)

Output unit (character)

i e B

Long name of diagnostic, for the netCDF 1ong_name variable attribute (character)

Note: If you are not sure what the container name, extension number, category, and hierarchy are for a given
diagnostic, you can set Verbose to 3 in the HEMCO configuration file, and run a very short simulation (a
couple of model hours). Then you can look at the output in the HEMCO . 1 og file to determine what these values
should be.

Please see the Default diagnostics collection section for more information about the configuration file (e.g.
HEMCO_Diagn.rc).

DiagnFreq
This setting (located in the HEMCO configuration file) specifies the output frequency of the Default collection.
Allowable values are:

Always
Archives diagnostics on each time step.

Hourly
Sets the diagnostic time period to 1 hour.

2.1. Contents 35



HEMCO, Release 3.6.0

Daily
Sets the diagnostic time period to 1 day.

Monthly
Sets the diagnostic time period to 1 hour.

Annually
Sets the diagnostic time period to 1 year.

End
Sets the diagnostic time period so that output will only happen at the end of the simulation.

YYYYMMDD hhmnss
Sets the diagnostic time period to an interval specified by a 15-digit string with year-month-day, hour-
minute-second. For example:

* 00010000 000000 will generate diagnostic output once per year.
* 00000001 000000 will generate diagnostic output once per day.
* 00000000 020000 will generate diagnostic output every 2 hours.
* etc.

DiagnPrefix
Specifies the name of the diagnostic files to be created. For example:

DiagnPrefix: ./OutputDir/HEMCO_diagnostics

will create HEMCO diagnostics files in the OutputDir/ subdirectory of the run directory, and all files will
begin with the text HEMCO_diagnostics.

DiagnRefTime
This option must be explicity added to the HEMCO configuration file.

By default, the value of the t ime : units attribute in the HEMCO_diagnostics. x.nc files will be hours
since YYYY-MM-DD hh:mn:ss, where YYYY-MM-DD hh:mn:ss is the diagnostics datetime. This de-
fault value can be overridden and set to a fixed datetime by setting DiagnRef Time in the HEMCO configura-
tion file. For example:

DiagnRefTime: hours since 1985-01-01 00:00:00

will set the time :units attribute to hours since 1985-01-01 00:00:00.

DiagNoLevDim
This option must be explicity added to the HEMCO configuration file. If omitted, the default behavior will be
false.

If t rue, the created HEMCO_diagnostics«*.nc files will contain dimensions (time, lat, lon). Butif
at least one of the diagnostic quantities has a 1ev dimension, then the created files will have (time, lev,
lat, lon) dimensions.

If false, the HEMCO_diagnostics.«.nc files will always contain dimensions (time, lev, lat,
lon).

DiagnTimeStamp
This option must be explicity added to the HEMCO configuration file. If omitted, the default behavior will be
End.

Allowable values are:

End
Uses the date and time at the end of the diagnostics time window to timestamp diagnostic files. With this
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option, a 1-hour simulation from 20220101 000000 t0 20220101 010000 will create a diagnostic
file named HEMCO_Diagnostics.202201010100.nc.

Start
Uses the date and time at the start of the diagnostics time window to timestamp diagnostic files. With this
option, a 1-hour simulation from 20220101 000000 to 20220101 010000 will create a diagnostic
file named HEMCO_Diagnostics.202201010000.nc.

Mid
Uses the date and time at the midpoint of the diagnostics time window to timestamp diagnostic files.
With this option, a 1-hour simulation from 20220101 000000 to 20220101 010000 will create a
diagnostic file named HEMCO_diagnostics.202201010030.nc.

HEMCO standalone simulation settings

In standalone mode, the three simulation description files also need be specified:
GridFile
Path and name of the grid description file, which is usually named HEMCO_sa_Grid. rc.

SpecFile

Path and name of the species description file, which is usually named HEMCO_sa_Spec. rc.
GridFile

Path and name of the time description file, which is usually named HEMCO_sa_Time.rc.

User-defined tokens

Users can specify any additional token in the Settings section section. The token name/value pair must be separated
by the colon (:) sign. For example, adding the following line to the settings section would register token SENS (and
assign value 3 to it):

ENS: 3

User-defined tokens can be used the same way as the built-in tokens (SROOT, $SRES, YYYY, etc.). See sourceFile
in the Base emissions for more details about tokens.

Important: User-defined token names must not contain numbers or special characters such as ., _, —, or x.

Extension switches

HEMCO performs automatic emission calculations using all fields that belong to the base emisisons extension. Ad-
ditional emissions that depend on environmental parameter such as wind speed or air temperature—and/or that use
non-linear parameterizations—are calculated through HEMCO extensions. A list of currently implemented extensions
in HEMCO is given in Keller et al. (2014). To add new extensions to HEMCO, modifications of the source code are
required, as described further in HEMCO under the hood.

The first section of the configuration file lists all available extensions and whether they shall be used or not. For each
extension, the following attributes need to be specified:

ExtNr
Extension number associated with this field. All base emissions should have extension number zero. The
extension number™ of the data listed in section HEMCO extensions data must match with the corresponding
extension number.
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The extension number can be set to the wildcard character. In that case, the field is read by HEMCO (if the
assigned species name matches any of the HEMCO species, see Species below) but not used for emission
calculation. This is particularly useful if HEMCO is only used for data I/O but not for emission calculation.

ExtName
Extension name.

Toggle
If on, the extension will be used.

If of £, the extension will not be used.

Species
List of species to be used by this extension. Multiple species are separated by the Separator symbol (e.g. /).
All listed species must be supported by the given extension.

» For example, the soil NO emissions extension only supports one species (NO). An error will be raised if
additional species are listed.

Additional extension-specific settings can also be specified in the ‘Extensions Settings’ section (see also an example in
Basic examples and the definition of Data collections. These settings must immediately follow the extension definition.

HEMCO expects an extension with extension number zero, denoted the base emisisons extension extension. All emis-
sion fields linked to the base extension will be used for automatic emission calculation. Fields assigned to any other
extension number will not be inlcuded in the base emissions calculation, but they are still read/regridded by HEMCO
(and can be made available readily anywhere in the model code). These data are only read if the corresponding
extension is enabled.

All species to be used by HEMCO must be listed in column Species of the base extension switch. In particular, all
species used by any of the other extensions must also be listed as base species, otherwise they will not be recognized.
It is possible (and recommended) to use the Wi Idcard character, in which case HEMCO automatically determines
what species to use by matching the atmospheric model species names with the species names assigned to the base
emission fields and/or any emission extension.

The environmental fields (wind speed, temperature, etc.) required by the extensions are either passed from the atmo-
spheric model or read through the HEMCO configuration file, as described in HEMCO extensions.

Base emissions

The BASE EMISSIONS section lists all base emission fields and how they are linked to scale factors. Base emissions
settings must be included between these comment lines:

@i dsdsasdsdsdsdsdsdsadsdddsdssdsdsdsddadadidssdsdsdisdadadadaadaddddsdadddidd
### BEGIN SECTION BASE EMISSIONS
AHHFHAFHAHAFAAHAFAFHAFAFEAFAFHAFAFHAFAFAA R F AR F AR FAF A FAF A FAF A HA A HA A
settings go here

### END SECTION BASE EMISSIONS ###

The ExtNr field is defined in Extension switches.
Other attributes that need to be defined for each base emissions entry are:

Name
Descriptive field identification name. Two consecutive underscore characters (__) can be used to attach a ‘tag’
to a name. This is only of relevance if multiple base emission fields share the same species, category, hierarchy,
and scale factors. In this case, emission calculation can be optimized by assigning field names that onlydiffer
by its tag to those fields (e.g. DATA___SECTOR1, DATA___SECTORZ2, etc.).
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For fields assigned to extensions other than the base extension (ExtNr = 0), the field names are prescribed
and must not be modified because the data is identified by these extensions by name.

sourceFile
Path and name of the input file.

Name tokens can be provided that become evaluated during runtime. For example, to use the root directory
specified in the Section settings section, the SROOT token can be used. Similarly the token $CFDIR refers to the
location of the configuration file. This allows users to reference data relative to the location of the configuration
file. For instance, if the data is located in subfolder data of the same directory as the configuration file, the file
name can be set to SCFDIR/data/filename.nc.

Similarly, the date tokens SYYYY, $MM, $DD, $HH, and $MN can be used to refer to the the current valid year,
month, day, hour, and minute, respectively. These values are determined from the current simulation datetime
and the sourceTime specification for this entry.

The tokens $MODEL and $RES refer to the meteorological model (1/ODEL) and resolution (RES). These tokens
can be set explicitly in the settings section. In GEOS-Chem they are set to compiler-flag specific values if not
set in the settings section. Any token defined in the settings section can be used to construct a part of the file
name (see User-defined tokens).

As an alternative to an input file, geospatial uniform values can directly be specified in the configuration file
(see e.g. scale factor SO2t0S04 in Basic examples). If multiple values are provided (separated by the separator
character), they are interpreted as different time slices. In this case, the sourceTime attribute can be used to
specify the times associated with the individual slices. If no time attribute is set, HEMCO attempts to determine
the time slices from the number of data values: 7 values are interpreted as weekday (Sun, Mon, ..., Sat); 12
values as month (Jan, ..., Dec); 24 values as hour-of-day (12am, lam, ..., 11pm).

Uniform values can be combined with mathematical expressions, e.g. to model a sine-wave emission source.
Mathematical expressions must be labeled MATH :, followed by the expression, e.g. MATH:2.0+sin (HH/
12%P1I).

Country-specific data can be provided through an ASCII file (. t xt). More details on this option are given in
the Input File Format section.

If this entry is left empty (-), the filename from the preceding entry is taken, and the next 5 attributes will be
ignored (see entry MACCITY_SO4 in Basic examples.

sourceVar
Source file variable of interest. Leave empty (-) if values are directly set through the sourceFile attribute
or if sourcerileisempty.

sourceTime
This attribute defines the time slices to be used and the data refresh frequency. The format is year /month/
day/hour. Accepted are discrete dates for time-independent data (e.g. 2000/1/1/0) and time ranges for
temporally changing fields (e.g. 1980-2007/1-12/1-31/0-23). Data will automatically become updated
as soon as the simulation date enters a new time interval.

The provided time attribute determines the data refresh frequency. It does not need to correspond to the datetimes
of the input file.

* For example, if the input file contains daily data of year 2005 and the time attribute is set to 2005/1/1/
0, the file will be read just once (at the beginning of the simulation) and the data of Jan 1, 2005 is used
throughout the simulation.

« If the time attribute is set to 2005/1-12/1/0, the data is updated on every month, using the first day
data of the given month. For instance, if the simulation starts on July 15, the data of July 1,2005 are used
until August 1, at which point the data will be refreshed to values from August 1, 2005.

e A time attribute of 2005/1-12/1-31/0 will make sure that the input data are refreshed daily to the
current day’s data.
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* Finally, if the time attribute is setto 2005/1-12/1-31/0-23, the data file is read every simulation hour,
but the same daily data is used throughout the day (since there are no hourly data in the file). Providing too
high update frequencies is not recommended unless the data interpolation option is enabled (see below).

If the provided time attributes do not match a datetime of the input file, the most likely time slice is selected.
The most likely time slice is determined based on the specified source time attribute, the datetimes available in
the input file, and the current simulation date. In most cases, this is just the closest available time slice that lies
in the past.

» For example, if a file contains annual data from 2005 to 2010 and the source time attribute is set to
2005-2010/1-12/1/0, the data of 2005 is used for all simulation months in 2005.

* More complex datetime selections occur for files with discontinuous time slices, e.g. a file with monthly
data for year 2005, 2010, 2020, and 2050. In this case, if the time attribute is set to 2005-2020/1-12/
1/0, the monthly values of 2005 are (re-)used for all years between 2005 and 2010, the monthly values of
2010 are used for simulation years 2010 - 2020, etc.

It is possible to use tokens $YYYY, $MM, $DD, and $HH, which will automatically be replaced by the current
simulation date. Weekly data (e.g. data changing by the day of the week) can be indicated by setting the day
attribute to WD (the wildcard character will work, too, but is not recommended). Weekly data needs to consist of
at least seven time slices - in increments of one day - representing data for every weekday starting on Sunday. It
is possible to store multiple weekly data, e.g. for every month of a year: 2000/1-12/WD/0. These data must
contain time slices for the first seven days of every month, with the first day per month representing Sunday
data, then followed by Monday, etc. (irrespective of the real weekdays of the given month). If the wildcard
character is used for the days, the data will be interpreted if (and only if) there are exactly seven time slices. See
the Input File Format section for more details. Default behavior is to interpret weekly data as ‘local time’, i.e.
token WD assumes that the provided values are in local time. It is possible to use weekly data referenced to UTC
time using token UTCWD.

Similar to the weekday option, there is an option to indicate hourly data that represents local time: LH. If using
this flag, all hourly data of a given time interval (day, month, year) are read into memory and the local hour is
picked at every location. A downside of this is that all hourly time slices in memory are updated based on UTC
time. For instance, if a file holds local hourly data for every day of the year, the source time attribute can be
setto 2011/1-12/1-31/LH. On every new day (according to UTC time), this will read all 24 hourly time
slices of that UTC day and use those hourly data for the next 24 hours. For the US, for instance, this results in
the wrong daily data being used for the last 6-9 hours of the day (when UTC time is one day ahead of local US
time).

There is a difference between source time attributes 2005-2008/$MM/1/0 and 2005-2008/1-12/1/0.
In the first case, the file will be updated annually, while the update frequency is monthly in the second case. The
token $MM simply indicates that the current simulation month shall be used whenever the file is updated, but it
doesn’t imply a refresh interval. Thus, if the source time attribute is setto SYYYY/$MM/ $DD/ $HH, the file will
be read only once and the data of the simulation start date is taken (and used throughout the simulation). For
uniform values directly set in the configuration file, all time attributes but one must be fixed, e.g. valid entries
are 1990-2007/1/1/00r2000/1-12/1/1,butnot 1990-2007/1-12/1/1.

Note: All data read from netCDF file are assumed to be in UTC time, except for weekday data that are always
assumed to be in local time. Data read from the configuration file and/or from ASCII are always assumed to be
in local time.

It is legal to keep different time slices in different files, e.g. monthly data of multiple years can be stored in files
file_200501.nc, file_200502.nc, ..., file_200712.nc. By setting the source file attribute to
file_SYYYYSMM.nc and the source time attribute to 2005-2007/1-12/1/0, dataof £ile_200501.
nc is used for simulation dates of January 2005 (or any January of a previous year), etc. The individual files
can also contain only a subset of the provided data range, e.g. all monthly files of a year can be stored in one
file: file _2005.nc, file _2006.nc, file 2007 .nc. In this case, the source file name should be set to
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CRE

file_ SYYYY, but the source time attribute should still be 2005-2007/1-12/1/0 to indicate that the field
shall be updated monthly.

This attribute can be set to the wildcard character (), which will force the file to be updated on every HEMCO
time step.

File reference time can be shifted by a fixed amount by adding an optional fifth element to the time stamp
attribute. For instance, consider the case where 3-hourly averages are provided in individual files with
centered time stamps, e.g.: file.yyyymmdd_0130z.nc, file.yyyymmdd_0430z.nc, ..., file.
yyymmdd_2230z.nc. To read these files at the beginning of their time intervals, the time stamp can
be shifted by 90 minutes: 2000-2016/1-12/1-31/0-23/+90minutes. At time 00z, HEMCO will then
read file 0130z and keep using this file until 03z, when it switches to file 0430z. Similarly, it is possible to shift
the file reference time by any number of years, months, days, or hours. Time shifts can be forward or backward
in time (use — sign to shift backwards).

Controls the time slice selection if the simulation date is outside the range provided in attribute source time (see
above). The following options are available:

C
Cycling: Data are interpreted asclimatology and recycled once the end of the last time slice is reached.
For instance, if the input data contains monthly data of year 2000, and the source time attribute is set to
2000/1-12/1/0 c, the same monthly data will be re-used every year.

If the input data spans multiple years (e.g. monthly data from 2000-2003), the closest available year will
be used outside of the available range (e.g. the monthly data of 2003 is used for all simulation years after
2003).

Cs
Cycling, Skip: Data are interpreted as climatology and recycled once the end of the last time slice is
reached. Data that aren’t found are skipped. This is useful when certain fields aren’t found in a restart file
and, in that case, those fields will be initialized to default values.

(03 4
Cycling, Use Simulation Year:, Same as C, except don’t allow Emission year setting to override
year value.

CYS
Cycling, Use Simulation Year, Skip: Same as CS, except don’t allow Emission year setting to
override year value.

Range: Data are only considered as long as the simulation time is within the time range specified in
attribute sourceTime. The provided range does not necessarily need to match the time stamps of the
input file. If it is outside of the range of the netCDF time stamps, the closest available date will be used.

For instance, if a file contains data for years 2003 to 2010 and the provided range is set to 2006-2010/
1/1/0 R, the file will only be considered between simulation years 2006-2010. For simulation years
2006 through 2009, the corresponding field on the file is used. For all years beyond 2009, data of year
2010 is used. If the simulation date is outside the provided time range, the data is ignored but HEMCO
does not return an error - the field is simply treated as empty (a corresponding warning is issued in the
HEMCO log file).

» Example: if the source time attribute is setto 2000-2002/1-12/1/0 R, the data will be used for
simulation years 2000 to 2002 and ignored for all other years.

Range, Averaging Otherwise: Combination of flags R and A. As long as the simulation year is within the
specified year range, HEMCO will use just the data from that particular year. As soon as the simulation
year is outside the specified year range, HEMCO will use the data averaged over the specified years.
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RY

EF

EC

ECF

* Consider the case where the emission file contains monthly data for years 2005-2010. Setting the
time attribute to 2005-2010/1-12/1/0 R will ensure that this data is only used within simulation
years 2005 to 2010 and ignored outside of it.

e When setting the time attribute to 2005-2010/1-12/1/0 A, HEMCO will always use the 2005-
2010 averaged monthly values, even for simulation years 2005 to 2010.

¢ A time attribute of 2005-2010/1-12/1/0 RA will make sure that HEMCO uses the monthly data
of the current year if the simulation year is between 2005 and 2010, and the 2005-2010 average for
simulation years before and after 2005 and 2010, respectively.

Range, Forced: Same as R, but HEMCO stops with an error if the simulation date is outside the provided
range.

Range, Use Simulation Year: Same as R, except don’t allow Emission year to override year value.

Exact: Fields are only used if the time stamp on the field exactly matches the current simulation datetime.
In all other cases, data is ignored but HEMCO does not return an error.

* For example, if sourceTimeissetto 2000-2013/1-12/1-31/0 E, every time the simulation
enters a new day HEMCO will attempt to find a data field for the current simulation date. If no
such field can be found on the file, the data is ignored (and a warning is prompted). This setting is
particularly useful for data that is highly sensitive to date and time, e.g. restart variables.

Exact, Forced: Same as E, but HEMCO stops with an error if no data field can be found for the current
simulation date and time.

Exact, Read/Query Contiuously..

Exact, Read/Query Continuously, Forced.

EFYO

EY

Exact, Forced, Simulation Year, Once: Same as £F, with the following additions:

* Y: HEMCO will stop thie simulation if the simulation year does not match the year in the file times-
tamp.

* 0: HEMCO will only read the file once.

This setting is typically only used for model restart files (such as GEOS-Chem Classic restart files). This
ensures that the simulation will stop unless the restart file timestamp matches the simulation start date and
time.

Attention: Consider changing the time cycle flag from EF YO to CYS if you would like your simulation
to read a data file (such as a simulation restart file) whose file timestamp differs from the simulaton
start date and time.

Exact, Use Smulation Year: Same as E, except don’t allow Emission year setting to override year
value.

Averaging: Tells HEMCO to average the data over the specified range of years.
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* For instance, setting sourceTimeto 1990-2010/1-12/1/0 A will cause HEMCO to calculate
monthly means between 1990 to 2010 and use these regardless of the current simulation date.

The data from the different years can be spread out over multiple files. For example, it is legal to use the
averaging flag in combination with files that use year tokens such as file $YYYY.nc.

Interpolation: Data fields are interpolated in time. As an example, let’s assume a file contains annual data
for years 2005, 2010, 2020, and 2050. If sourceTime is setto 2005-2050/1/1/0 I, data becomes
interpolated between the two closest years every time we enter a new simulation year. If the simulation
starts on January 2004, he value of 2005 is used for years 2004 and 2005. At the beginning of 2006, the
used data is calculated as a weighted mean for the 2005 and 2010 data, with 0.8 weight given to 2005 and
0.2 weight given to 2010 values. Once the simulation year changes to 2007, the weights hange to 0.6 for
2005 and 0.4 for 2010, etc. The interpolation frequency is determined by sourceTime the source time
attribute.

For example, setting the source time attribute to 2005-2050/1-12/1/0 I would result in a recalcu-
lation of the weights on every new simulation month. Interpolation works in a very similar manner for
discontinuous monthly,daily, and hourly data. For instance if a file contains monthly data of 2005, 2010,
2020, and 2050 and the source time attribute is set to 2005-2050/1-12/1/0 I, the field is recalcu-
lated every month using the two bracketing fields of the given month: July 2007 values are calculated from
July 2005 and July 2010 data (with weights of 0.6 and 0.4, respectively), etc.

Data interpolation also works between multiple files. For instance, if monthly data are stored in files :lit-
eral file_200501.nc’, file_200502.nc, etc., a combination of source file name file SYYYYSMM.
nc and sourceTime attribute 2005-2007/1-12/1-31/0 :1literal:I will result in daily data
interpolation between the two bracketing files, e.g. if the simulation day is July 15, 2005, the fields current
values are calculated from files file_200507.nc and file_200508.nc, respectively.

Data interpolation across multiple files also works if there are file ‘gaps’, for example if there is a file only
every three hours: file_20120101_0000.nc,file_20120101_0300.nc, etc. Hourly data inter-
polation between those files can be achieved by setting source file to :file:file_\protect\T I\textdollarY Y'Y Y\
protect\T I\textdollarMM\protect\T 1\textdollarDD_\protect\T 1\textdollarHHOO.nc", and sourceTime to
2000-2015/1-12/1-31/0-23 I (or whatever the covered year range is).

SrcDim
Spatial dimension of input data (xy for horizontal data; xyz for 3-dimensional data).

The SrcDim attribute accepts an integer number as vertical coordinate to indicate the number of vertical levels
to be read, as well as the direction of the vertical axis. For example, to use the lowest 5 levels of the input data
only, set SrcDimto xy5. This will place the lowest 5 levels of the input data into HEMCO levels 1 to 5. To use
the topmost 5 levels of the input data, set SrcDimto xy—5. The minus sign will force the vertical axis to be
flipped, i.e. the 5 topmost levels will be placed into HEMCO levels 1 to 5 (in reversed order, so that the topmost
level of the input data will be placed in HEMCO lev el 1, etc.).

The SrcDim attribute can also be used to indicate the level into which 2D data shall be released by setting the
vertical coordinate to :literal:"LX ", with X being the release level. For instance, to emit a 2D field into level 5,
set SrcDimto xyL5.

HEMCO can has two options to specify the emission injection height:

1. The vertical height can be given as model level (default) or in meters, e.g. to emit a source at 2000m:
xyL=2000m.

2. For 2D fields it is legal to define a range of levels, in which case the emissions are uniformly distributed
across these levels (maintaining the original total emissions). Examples for this are:

e xyL=1:5: Emit into levels 1-5;

e xyL=2:5000m Emit between model level 2 and 5000m;

2.1. Contents 43


file:file_\protect \T1\textdollar YYYY\protect \T1\textdollar MM\protect \T1\textdollar DD_\protect \T1\textdollar HH00
file:file_\protect \T1\textdollar YYYY\protect \T1\textdollar MM\protect \T1\textdollar DD_\protect \T1\textdollar HH00

HEMCO, Release 3.6.0

e xyL=1:PBL: Emit from the surface up to the PBL top.

HEMCO can also get the injection height information from an external source (i.e. netCDF file). For now, these
heights are expected to be in meters. The injection height data must be listed as a scale factor and can then be
referenced in the SrcDim setting.

HEMCO can read read netCDF files with an arbitrary additional dimension. For these files, the name of the
additional dimension and the desired dimension index must be specified as part of the SrcDim attribute.

* For example, to read a file that contains 3D ensemble data (with the individual ensemble runs as addi-
tional dimension ensemble), set SrcDimto xyz+"ensemble=3 to indicate that you wish to read the
third ensemble member. You may also use a user-defined token for the dimension index to be used, e.g.
xyz+"ensemble=$ENS".

Note: Arbitrary additional dimensions are currently not supported in a high-performance environment that uses
the ESMF/MAPL input/output libraries.

SrcUnit

Units of the data.

Species

HEMCO emission species name. Emissions will be added to this species. All HEMCO emission species are
defined at the beginning of the simulation (see the Interfaces section) If the species name does not match any of
the HEMCO species, the field is ignored altogether.

The species name can be set to the wildcard character, in which case the field is always read by HEMCO but
no species is ass